


derived via unsupervised learning require review before transitioning
into the clinical environment, such that we performed multiple types of
evaluations and contextualization of the inferred care teams.
Specifically, we conducted 2 types of evaluations of the system. First,
we conducted an extrinsic evaluation to determine the plausibility of
inferred teams with clinical and administrative experts. Second, we
conducted an intrinsic evaluation to determine the collaborative
strength (via a clustering coefficient) and clinical credibility (via associ-
ations with patient comorbidities) of each team. In this section, we in-
troduce the data studied, the details of the pipeline, and the specific
methods by which the evaluations were conducted.

Dataset
This study is based on 4 months’ worth of de-identified data from the
StarPanel EMR system of Vanderbilt University Medical Center
(VUMC).16,30 The data were collected during 4 months in 2010 and
contain information on 486 documented operational areas, 10 659 HCO
employees, 17 947 inpatients, and 5176 unique International Statistical
Classification of Diseases Version 9 (ICD-9) billing codes.

This investigation leverages ICD-9 codes to group patients, and then
models the interactions of care providers at the patient group level. We
acknowledge that such billing codes are insufficient and may not be a
completely accurate representation of precise patient status.31,32 To

address such a limitation, we rely on the phenome-wide association
study (PheWAS) vocabulary, which was introduced to reduce variability
in the definitions of clinical concepts in secondary data use scenarios.33

Building on the successful application of PheWAS in various association
studies,34 we translated each ICD-9 code into its PheWAS term, each of
which corresponds to a group of ICD-9 codes.33 After such transforma-
tion, the dataset consisted of 1413 PheWAS codes.

The dataset consisted of 831 721 unique operational actions
between the employees and the EMRs, 74 192 assignments of
PheWAS codes to patients, and 10 667 affiliations of VUMC employees
to operational areas. The interactions of employees are modeled based
on (1) the operational actions between employees and patients and (2)
the groups of patients inferred based on PheWAS codes.

Organizational component learning modules
We translated utilization of an EMR into organizational components via
a series of transformations. Figure 1 summarizes the process that
translated utilization data into organizational components, while Figure
2 provides an example of the transformation to guide the reader.
Initially, we characterized utilization of an EMR through 3 variables,
which are represented as matrices: (1) Adiagnosis�patient charactering the
assignment of diagnoses to patients (Figures 1a and 2a);
(2) Bpatient�user representing the management of patients by users

Figure 1: The process by which HCO components are learned through EHR system utilization. ui ¼ EMR user; pi ¼ EMR of a patient;
di ¼ diagnosis code assigned to an EMR; oi ¼ operational area affiliated with a user; topici ¼ concept that represents a latent diagnostic pattern.
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(Figures 1c and 2c); and (3) Cuser�operation representing the affiliations
of users to their operational areas (Figures 1e and 2f). These data then
proceed through 4 transformations. In the following, note that we use
X 0 to represent the transposition of matrix X .

Transform 1 (Place individual patients into groups of patients
with similar clinical concepts): It has been shown that interactions
of HCO employees over a group of patients with similar clinical con-
cepts are more meaningful for characterizing collaborative relations
than interactions with respect to each patient.35 For instance, certain
hematologists may focus on the diagnosis of myeloid leukemia, while
others may specialize in the diagnosis of lung malignancy. These care
providers are potentially related to one another because they deal with
cancer; however, if we fail to relate these diagnoses, we may not dis-
cover the relationship between the care providers.

Topic modeling has been shown to be an effective strategy to infer
clinical concepts via EMR data.24,36 By relying on topics rather than
discrete diagnoses, patients with similar clinical concepts (topics) can
be grouped together (Figure 1b). Thus, we use a topic inference strat-
egy30 (Diagnosis Topic Inference (DTI) Module in Figure 1) to derive
clinical “concepts” from A0diagnosis�patient (Figure 2a). Each concept
(topic) is characterized as a vector representing probabilities of diag-
nosis codes assigned to it, as shown in Ttopic�diagnosis (Figure 2b).
Additionally, each patient is characterized by a vector of topics
(Lpatient�topic in Figure 2d) via DTI.

Transform 2 (Focus on interactions of users based on individ-
ual patients into interactions over groups of patients): This trans-
formation (User Interaction Learning Module in Figure 1) proceeds as
follows:

Duser�topic ¼ B 0patient�user � Lpatient�topic (1)

Management of patients by users is shown in Figure 1c, with the
formal B 0patient�user in Figure 2c. The derived interactions of users by
patient groups are shown in Figure 1d, with the formal Duser�topic in
Figure 2e.

Transform 3 (Focus on interactions of users into interactions
of their affiliated operational areas): The relations of operational
areas are more stable and consistent in comparison to the interaction

relationships of users.16,30 Based on this observation, we transformed
the interactions of users by patient groups (Figure 1d) into interactions
of operational areas by patient groups (Figure 1f) through Equation 2
(Organization Interaction Learning Module in Figure 1).

Eoperation�topic ¼ C 0user�operation � Duser�topic (2)

The affiliations of users to their operational areas are shown in
Figure 1e, with the formal C 0user�operation in Figure 2f. The formal area
by patient group (characterized by topics) Eoperation�topic is shown in
Figure 2g.

Transform 4 (Focus on interactions of operational areas into
organizational components): To infer an organizational component
(which we represent as a network of related operational areas), we
needed to measure the collaborations among operational areas. To do
so, we invoked a cosine similarity measure (we selected cosine meas-
ure because evidence suggests it is effective for comparing such diag-
nosis topics24) to learn the strength of the relation for a pair of
operational areas as:

Roperation�operationði ; jÞ ¼
E ðiÞ � E ðjÞ
jE ðiÞj � jE ðjÞj (3)

where E ið Þ, E ðjÞ are row vectors of E. The formal representation of
collaborations among operational areas is shown in Figure 2h.
Organizational components are learned according to a bottom-up
nearest neighbor clustering algorithm over the collaborations of opera-
tional areas.37 We relied upon this approach because the method can
discover a set of nearest neighbors for each operational area and sub-
sequently group these neighbors into a hierarchical structure. The
transformation (Component Discovery Module in Figure 1) hierarchi-
cally clusters the nearest neighboring operational areas into compo-
nents. The relations between components and operational areas are
represented by a binary matrix Hcomponent�operation. In this matrix, a cell
value of 1 indicates that an operational area belongs to a component,
while 0 indicates otherwise.

To understand the process of hierarchical clustering, we list an
example to show how the hierarchical network as shown in Figure 1g
is constructed. The cosine similarity between operational areas O1 and

Figure 2: An example of the inference of collaborative networks from EMR utilization data.
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O3is 1 (Figure 2h), which is the largest similarity (or smallest distance)
in this example. As such, O1 and O3 are the first organizational areas
to be connected. We further find the similarity between O2 and O2 and
O3 is 0.9, so O2 is the next to be connected. Finally O4 and O5 are
connected with a similarity of 0.7.

Our clustering algorithm terminates the clustering process at a dis-
tance threshold where the merging of large clusters becomes fre-
quent. This avoids clustering all the operational areas into several big
clusters. The justification for determination of the number of compo-
nents in this work can be found online in Supplement S1.

Hypothesis tests for component plausibility
For an extrinsic evaluation, we investigated whether clinical and
administrative experts could distinguish an inferred organizational
component from a randomly generated component (in terms of capa-
bility for collaborative patient management). To do so, we designed a
survey that consisted of hinferred, randomi pairs of operational areas
in the HCO, which we then asked the clinical and administrative
experts to review for plausibility.

Survey questions. We recruited experts to answer questions of the
following form: “To what extent do you believe Vanderbilt University
Medical Center (VUMC) employees in the displayed group of opera-
tional areas collaborate to manage patients? ” For each question, we
provided 5 candidate answers (Not at all likely, Slightly likely,
Moderately likely, Very likely, and Completely likely). To perform
hypothesis testing (see below), we converted these answers into inte-
ger values (Likert score) in the range 1–5 (eg, Not at all likely is
mapped to 1). Details of the survey design and questions are in Table
S36 of Supplement S3.

Pretest. The survey was pretested in the Research Electronic Data
Capture (REDCap) management system38 with 1 physician, 1 nurse,
and 1 hospital administrator who were not affiliated with the research
team. It was found that the survey could be completed in
<20 minutes, which was deemed to be an acceptable amount of time
by the respondents. Feedback from the participants further indicated
that we should alphabetize the operational areas of each component
for more convenient viewing and reference during the survey.

Survey administration. Next, we invited 26 participants who were
knowledgeable professionals with a diverse array of expertise (eg,
physicians, nurses, and administrators). Each potential survey
respondent was emailed an introduction to the goals of the survey and
a link to the online REDCap survey.

Analysis. To assess whether the experts found the learned organiza-
tional components to be plausible, we conducted a series of hypothe-
sis tests, each of which can be summarized as: “For a given pair of
hinferred, randomi components, experts can distinguish the inferred
from the random component.” We applied a linear regression model
as shown in Equation 5 to determine the Likert score for a pair of
inferred and random components.

Likert Score ¼ aþ h� b (4)

where h1ðinferredÞ; 0ðrandomÞg represent the inferred and random
components, respectively. Under this model, the Likert score for the
random component is a (h ¼ 0) and for the inferred component is a
þb (h ¼ 1). As such, the value of b corresponds to the difference of
Likert scores for inferred and random components.

Hypothesis test. We used the Likert scores as observations to infer
b via linear regression models. We then used an analysis of variance39

to test the significance of b 6¼ 0 against a null hypothesis b ¼ 0. We
tested the hypothesis at the 2-sided a ¼ 0:05 significance level. For
each test, we used a power of 0.9 to calculate number of respondents
needed to confirm the test.

Strength of collaboration within a component
It should be recognized that an inferred organizational component only
represents a hierarchical structure of operational areas; it does not pri-
oritize the strength of collaboration to yield functional collaborative
care. We anticipate that the more tight-knit the collaboration within a
component is, the greater the opportunity for establishment of collabo-
rative care. Thus, we set out to conduct an intrinsic evaluation to
investigate the strength of the collaboration between all operational
areas in an organizational component.

To do so, we composed a network of the operational areas within
a component (as shown in Figure 1h), where the relations of opera-
tional areas in Roperation�operation are represented by corresponding
edges. To systematically investigate the strength of the collaboration
within a network, we measured its corresponding cluster coefficient.40

This measure (which ranges from 0 to 1) is positively correlated with
the strength of the collaborations in a component.

Associations between components and diagnoses
To provide clinically relevant cues for HCOs to know if the learned
organizational components are for the right patient groups, we con-
ducted an intrinsic evaluation of clinical credibility via association min-
ing between the organizational components and diagnostic conditions,
in the form of PheWAS codes. The associations between diagnoses
and components are measured as:

Fcomponent�disgnosis ¼ Hcomponent�operation � Eoperation�topic � Ttopic�diagnosis (5)

Specifically, a PheWAS code was associated with an organizational
component if its probability to that component (Equation 6) was> 0.3.
This threshold is based on the observation that, for a majority of the
learned components, a predicted probability around 0.3 leads to a
clear separation between the codes.

RESULTS
The results are organized around (1) the discovered components,
whose face validities were confirmed by the clinical and administrative
experts, (2) the cluster coefficients for the components, and (3) the
associations between components and patient comorbidities. We close
this section with an illustrative example of an organizational compo-
nent associated with oncology management.

Organizational components
As shown in Figure 3, the pipeline discovered 34 organizational com-
ponents for the indicated VUMC inpatient setting. In aggregate, the
components covered 317 of 486 (65%) of the HCO operational areas
whose affiliated employees accessed EMRs during the study period,
which suggests that the health care system is highly collaborative. It is
not surprising that certain operational areas remain less integrated,
because not all HCO areas are expected to function in a collaborative
manner due to highly specialized, rare services. Since this investiga-
tion focuses on networks of interactions, we removed the independ-
ently functioning operational areas from further consideration.

For convenience, we refer to the ith component as Ci. It can be
seen in Figure 3 that the VUMC inpatient setting decomposes into a
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set of functional collaborating networks (eg, C1, Women and Babies;
C3,Trauma and Connected Services; and C29, Infections). The HCO
areas for each component can be found online in Supplement S2.

Component plausibility
The survey was completed by 23 of the 26 invited experts (88.5%).
Demographics of the participants who completed the survey are in
Table S35 of Supplement S3. Table 1 reports the average difference
between the Likert scores for each learned organizational component
and its randomized counterpart. When the difference b> 0, it indi-
cates that the learned organizational component scored higher (and is
more plausible) than the random entry. The clinical and administrative
experts always scored the organizational component as more plausi-
ble. Moreover, the Likert scores for 27 of the 34 inferred components
(79%) were statistically significantly higher than the randomized com-
ponent (2-sided a¼ 0.05 confidence level).

Cluster coefficients
Figure 4 depicts the cluster coefficient for each component. Let us
consider C8, Pediatric Cardiology, Pediatrics Comprehensive Care, and
Neonatology, which exhibits the smallest cluster coefficient (�0.12, in
the lower-right section of Figure 4). Figure 4 shows values representa-
tive of the collaboration strength for each component. Figure 5 illus-
trates the interactions among the operational areas within each
organizational component. As depicted, the network for C8 (in the
lower-left section of the figure) is large (with 55 connected operational
areas) and has a relatively low overall density with 3 subnetworks. To
build collaborative care for this network, administrative leaders would
need to consider the interactions of the operational areas within the
entire component, as well as the interactions among the subnetworks.
By contrast, C1, Women and Babies (upper-right section of figure),
exhibits a single dense set of interactions among its members and
thus has a large cluster coefficient (> 0.8 in Figure 4). This indicates
that administrative leaders would only need to consider the interac-
tions of operational areas within this single unified component.

Organizational component and comorbidity associations
It was found that 119 PheWAS codes were associated with the 34
organizational components (Figure S23 of Supplement S4). Each com-
ponent was associated with approximately 5–10 PheWAS codes. To
illustrate such relationships, let us consider the PheWAS codes associ-
ated with C1, Women and Babies. It is evident that this component is
responsible for complications associated with childbirth. Specifically,
the associated PheWAS codes include abnormality in fetal heart rate or
rhythm, abnormality of pelvic soft tissues and organs complicating
pregnancy, late pregnancy and failed induction, morbid obesity, obstet-
rical/birth trauma, other conditions of the mother complicating preg-
nancy, and problems associated with amniotic cavity and membranes.
Supplement S2 online provides the associations for each component.

An illustrative example of evaluation of organizational components
To gain further understanding of the plausibility evaluation of the
inferred organizational components, we worked with several oncolo-
gists to interpret the relationship between the operational areas in C6,
Oncology I. This component is notable because the operational areas
exhibit a large clustering coefficient (�0.65), and thus it was antici-
pated to be highly collaborative.From a clinical perspective, this com-
ponent was associated with patients diagnosed with various
hematologic cancers, such as acute myelogenous leukemia, myelo-
dysplastic syndrome, and multiple myeloma (PheWAS codes as shown
in Table 2).

As depicted in Figure 6, the operational areas Hematology/Stem
Cell Clinic (index 7) and Myelosuppression (index 8) were the first to
be linked by our pipeline. This is likely because the care providers in
the bone marrow transplantation (BMT) unit located in the outpatient
and inpatient settings access the same patient charts. This is intuitive
from an HCO management perspective, because there is a close col-
laboration between the outpatient transplant unit and the inpatient
marrow suppression unit. Patients often move from one to the other
over the course of the 100-day acute period of a BMT.

The operational areas Radiology Oncology Housestaff (index 4),
Radiation Oncology Housestaff (index 5), and Radiation Oncology
(index 6) are the next 3 areas linked The integration of these 3

Figure 3: The organizational components learned from 4 months of inpatient EMR utilization. Note that the smaller the distance between
2 operational areas is, the stronger the collaboration between the affiliated employees. The empty gaps between components are due to
cutting the dendrogram above a value of 0.1. They correspond to the inducing of independent operational areas. The composition of each
component, in terms of its operational areas in the HCO, can be found online in Supplement S1.
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operational areas serves as an indirect confirmation of the power of
the data in EMR utilization logs. More specifically, it is clear that
operational areas 4 and 5 refer to the same clinical concept. However,
the problem of multiple aliases for the same concept is common in
legacy systems, and particularly in the case of VUMC, where employ-
ees are permitted to specify their affiliations. These areas are likely
members of the organizational component, because patients receiving
bone marrow transplant are often treated on a daily basis for 2–4
weeks (depending on the type of transplant) by radiation oncologists.

The operational areas Bone Marrow Processing Lab (index 2) and
Bone Marrow Registry (index 3) are the next 2 areas linked. These
operational areas are related because of the data requirements for
Center for International Blood and Marrow Transplant Research regis-
try reporting. BMT is a highly regulated procedure with substantial
data collected to populate national registries. Data elements such as
donor characteristics, cell dose, processing viability, and antigen
assays are all extracted from the lab and recorded.

Finally, once patients are discharged, they often return to the clinic
for routine checkups. This is an activity that is associated with the
operational areas Hematology/Stem Cell Clinic (index 7), Outpatient
Clinical Pharmacy (index 10), Cancer Call Center (index 11), and
Hematology/Oncology (index 12).

DISCUSSION
This study provides evidence that the utilization records in EMR sys-
tems can be translated into knowledge that is relevant for the defini-
tion of collaborative networks. Moreover, this knowledge can be
contextualized with collaboration strength and clinical concepts that
associate with such networks in a meaningful manner. While this
investigation indicates that data-driven methods can provide insight
into HCO management, there are several limitations that should be
recognized, which can serve as guidance for future investigations.

One of the more notable limitations is that clinical and administrative
experts did not find certain organizational components to be statistically
different from random elements in terms of plausibility. We believe there
were several notable reasons for a lack of confirmation. First, the num-
ber of observations (ie, 23 pairs of inferred organizational components
and randomized groups of operational areas) was underpowered in cer-
tain situations. As shown in Table 1, a greater number of experts would
be needed to determine if the difference was statistically significant. Yet
achieving such a number may be challenging, because the power anal-
ysis indicates that over 500 experts are necessary for C9, Prevention of
Skin Diseases. Also, certain employee actions may not be documented
in the EMR system. Moreover, the rate at which interactions are undo-
cumented could be higher for unconfirmed organizational components.
This is a particularly plausible scenario for C15, Virology Lab.

Second, this work leverages previous studies24,30,35 finding that
collaborative networks inferred at the patient group level are more sta-
ble and meaningful than those at the individual patient level, but does
not quantify the differences between these 2 types of networks.
Further studies need to be done to capture the differences in terms of
the structure and operational relations of these 2 types of networks.

Third, this study only focused on the collaboration of HCO employ-
ees within an organizational component, and not their coordinated
behavior. We note that it is challenging to infer coordinated relations
through EMR systems due to asynchronous and replicated documen-
tation of employees’ actions. Our study aimed to reduce the influence
of such problems through inference-based data mining (eg, grouping
of patients based on common PheWAS codes). However, as data-
driven HCO modeling progresses, it will be necessary to model coordi-
nation in a systematic and automated manner.

Table 1: Survey results from HCO clinical and administrative
experts (n¼ 23) regarding the plausibility of organizational
components based on EMR utilization No.

Organizational
Component

Likert
Score

Difference

Respondents
Required for
Statistical

Significance

P-value

Confirmed to be statistically significant on a t-test at the 2-sided a 5 0.05 significance
level

C1 Women and Babies 1.174 11 7.9� 10�5

C2 Dancing Injured Service 1.000 11 6.2� 10�5

C3 Trauma and Connected Service 1.000 18 1.7� 10�3

C4 Interventional Cardiology and
Vascular Institute

1.348 11 6.8� 10�5

C5 Pediatric Surgery 1.652 6 2.6� 10�8

C6 Oncology I 1.652 5 5.1� 10�9

C7 Pre-Post Anesthesia 2.870 3 1.0� 10�13

C12 Nephrology 1.348 9 1.3� 10�5

C13 Otolaryngology 0.695 22 9.5� 10�3

C14 Oncology II 1.652 7 9.5� 10�7

C16 Orthopedics 1.826 6 3.8� 10�8

C17 Pediatric Infections 1.783 7 1.0� 10�6

C18 Neuroscience 1.565 8 5.3� 10�6

C19 Infection Monitoring 1.913 8 3.4� 10�6

C20 Oncology III 1.565 10 4.0� 10�5

C22 Urology 1.217 14 4.2� 10�4

C23 Outpatient Surgical Related 1.174 23 6.5� 10�3

C24 Surgery, General 1.261 11 8.4� 10�5

C25 Pathology 1.565 9 1.7� 10�5

C26 Plastic Surgery 2.609 4 3.7� 10�12

C27 Vanderbilt Psychiatry 1.696 6 1.3� 10�7

C28 Ophthalmology 2.913 3 1.6� 10�13

C29 Infection Related 1.261 13 4.4� 10�4

C30 Rheumatology Clinic 1.261 19 8.2� 10�5

C31 Burn Treatment 2.565 3 1.1� 10�14

C32 Gastroenterology 1.174 17 1.5� 10�3

C34 Vanderbilt Medical Group Support
Systems

0.913 23 7.4� 10�3

Not confirmed to be statistically significant

C8 Pediatric Cardiology, Comprehensive
Care, and Neonatology

0.478 68 1.1� 10�1

C9 Prevention of Skin Diseases 0.260 320 4.4� 10�1

C10 VUMC Medicine and Emergency
Medicine, Vanderbilt University
Hospital Administration and
Research, and Radiology

0.391 112 2.1� 10�1

C11 Surgical Intensive Care Unit 0.608 40 3.7� 10�2

C15 Virology Lab 0.304 158 2.8� 10�1

C21 Endocrinology 0.478 49 5.6� 10�2

C33 Human Nutrition 0.782 51 6.2� 10�2

Each row shows the distance between the Likert score of the inferred
organizational component and its randomized counterpart. Note that a
positive distance indicates the inferred component received a higher
Likert score.
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Fourth, this investigation only focused on a 4-month period in
2010. These data are sufficient to make our claim that EMR utilization
data align with the expectations of the employees of a medical center.
However, to make specific teaming recommendations, the volume of
data and time period should be enlarged to evaluate the relevance and
stability of care teams over time.

Finally, the data studied were selected from a single HCO. It is nec-
essary to confirm that analogous new (and traditional) organizational
components can be identified through utilization of EMRs at other
institutions, or that failing to identify matching components can be
explained in terms of observable organizational differences between

HCOs. This is a nontrivial challenge, because it will require modeling
components on a wide range of diseases across the entire EMR sys-
tem, as well as recruiting knowledgeable clinical and administrative
experts. Nonetheless, such replication is critical to ensure reproduci-
bility and applicability in practice.

CONCLUSIONS
This paper introduces a novel data-driven framework based on utiliza-
tion of an HCO’s EMR system to discover collaborative organizational
components. This was done by applying the framework to 4 months’
worth of EMR utilization logs at VUMC. We validated the plausibility of

Figure 5: A network view of the organizational components inferred from EMR utilization records. A node corresponds to an operational
area, and an edge is the interaction relation between 2 operational areas.

Figure 4: The strength of collaboration among the operational areas of a component as a function of its size. C* and C** correspond to
the sets of components with 2 and 3 operational areas, respectively.
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the majority of the components with 23 clinical and administrative
experts and further showed collaboration strength and correlated
patient conditions of each component. We believe that such a data-
driven method can enable HCOs to establish, refine, and manage col-
laborative care across large complex health care systems.
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Table 2: Top 20 PheWAS codes associated with organizational
component C6, Oncology I.

Code Description Predicted
probability

585.1 Acute renal failure 1.000

197 Chemotherapy 0.769

204.21 Myeloid leukemia, acute 0.688

288.11 Neutropenia 0.534

509.1 Respiratory failure 0.506

284 Aplastic anemia 0.496

480 Pneumonia 0.489

401.1 Essential hypertension 0.478

198.2 Secondary malignancy of lung 0.463

198 Secondary malignant neoplasm 0.443

202.2 Non-Hodgkins lymphoma 0.440

081 Infection/inflammation of internal
prosthetic device, implant, or graft

0.430

198.6 Secondary malignancy of bone 0.409

287.3 Thrombocytopenia 0.390

284.1 Pancytopenia 0.358

783 Fever of unknown origin 0.357

198.4 Secondary malignant neoplasm of liver 0.355

198.1 Secondary malignancy of lymph nodes 0.348

204.4 Multiple myeloma 0.343

198.5 Secondary malignancy of brain/spine 0.319

The predicted probability is normalized into a range of [0,1] by using
min–max normalization.

Figure 6: The hierarchical structure of the 14 operational areas that comprise C6, Oncology I.
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